课题是微博谣言分析检测。
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主要分四个部分展开。
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首先是选题背景。
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2018年下半年开始，企业生存越来越艰难，市场人才竞争越来越激烈，甚至有小道消息称腾讯进行了一批大规模裁员，人数高达6000，不少人开始警惕互联网寒冬真的来了吗？不过不久腾讯便进行了紧急公关，“腾讯总共才3万人，一下子就干掉两成，还让不让我们干活了？真相是：HR今年有3000多人的社招任务，忙得很，没空裁员。欢迎各位有志青年加入鹅厂。”

【下一页 5】

网络上未被证实或故意扭曲的言论会对个人、企业、社会造成极大的影响，谣言就是指这样的没有相应事实基础却被捏造出来并通过一定手段推动传播的言论。网络空间中的谣言大致有四类，一是**恶意营销类谣言**，商家借此事件热度来推销自己的产品，提高品牌知名度。二是**社会安全类谣言**，例如下雨之后的 “自来水污”、 “政治黑幕”等，引起社会恐慌；三是**生活常识类谣言**，例如食品安全、养生保健等，瞄准的是网民生活中的痛点；四是**爱心慈善类谣言**，例如 “无钱上学求助救济”之类，主要是利用网民的同情心。
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随着各大社交平台的飞速发展，个人的表达更为自由，以微博为例，近年来微博的用户规模逐年增长，为谣言传播提供了良好的温床。一些用户有时从自身利害关系出发，演绎出虚假信息，发布到网络上，成为谣言源头。一些用户因为自己的不安全感和宣泄的需求，并未识别就直接转发，使得谣言在短时间内迅速扩散，造成巨大消极影响。各大社交平台也在抓紧防控谣言的传播，Facebook更是雇用数万人来进行人工审查，其中耗费的人力成本可想而知。
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如何能够智能化的对消息的可靠性进行评估、缩小人工审查的范围？我们便想通过对微博数据进行分析，结合微博文本、用户、传播方面的特征，实现谣言的自动化识别或早期检测。
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整体思路是首先仅仅对微博文本使用词袋模型进行分类；然后是构造基于内容、用户、传播的特征，建立逻辑回归和决策树模型进行分类；最后是考虑时间效应，将事件传播分成多个时间段，再进行建模。
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接下来，我们将对此次使用的数据进行描述。
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此次使用的数据集是由香港中文大学自然语言处理课题组在2016年发布的，收集了2012年2月至2015年12月期间的380万条微博，涉及274万个用户。谣言数据来自微博社区管理中心中不实信息一栏。非谣言的数据来自同时期一些较权威的微博号发布的微博，并进行了人工审核，并非不实信息。
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下面我们对谣言或非谣言事件进行定义。事件是指一条原始微博的所引发的一系列讨论，包含了原始微博以及其被转发过程中所涉及的微博。如蒙牛“良心奶”事件（有网友声称蒙牛的生产日期竟印成了2月30日，带来了一系列社会恐慌），其原始微博为谣言事件的源头，其后包含103682条转发，用户常常在转发时附带自己的看法，如有人开始对大陆乳品缺乏信心，有人则觉得这张一年前的照片并不符合事实。对每个事件所包含微博的条数绘制了分布直方图，呈左偏分布，平均每个事件包含814条微博，大多事件包含讨论都不多，但也不乏如蒙牛“良心奶”一般的火爆事件。

【下一页 12】

接下来，我们进行了一系列的建模分析
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谣言常常具有特定的文本特征，比如经常有人在网络上黑城管暴力制法，说“城管打人”了；有人总爱散播小道消息，“据爆料”，鸟叔上春晚1分钟要10万元；与人总是能找到“真相”，高考阅卷有“内幕”。
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于是我们对4664条原始微博进行分词，对词频进行统计，并绘制高频词词云图。在谣言微博中，“城管”、“政府”、“高考”、“医院”、“地震”等词频频出现，这些词往往与政治事件、社会治安更加相关。而非谣言微博当中，“生活”、“喜欢”、“希望”、“发布”等词出现较多，这些词更加贴近人们的日常生活，随手传递正能量。

【下一页 15】

对于分词后产生的31973个词语，使用词袋模型表示文本特征，并使用朴素贝叶斯分类器进行分类预测。词袋模型即仅以某个词语出现的词数来表示这个词语的特征。朴素贝叶斯分类器即是，在给定词语的条件下，取使得这条微博存在概率最大的一个类别。

基于词频的朴素贝叶斯模型在测试集上的准确率是88.0 %。同时我们计算了所有词语在谣言中出现概率和在非谣言中出现概率之比，罗列出了比值最大和比值最小的五个词。更易在谣言中出现的“抽烟”、“袁裕来”、“刀”、“天然”、“揭露”这些词语往往和生活健康、道路安全、揭露真相、谣言传播者[袁裕来]更相关。更易在非谣言中出现的“①”、“哪些”、“住”、“小伙伴”、“收藏”等词语指向性不特别明显，但常在一些具有知识点[①②③]，安利内容推荐大家[小伙伴]来[收藏]的微博中出现。
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但微博只有文本信息吗？
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我们还可以考虑微博的用户以及微博的传播影响力。在文本信息提取时，我们还可以提取更加细粒度的特征。
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在文本信息抽取时，就不再只考虑所有词语出现的次数。而是设定特征类别对文本类型以及情感指向进行提取。对于文本类型，可以提取文本的长度以及是否出现特定标志（微博中@是链接到其他用户，#代表参与的话题讨论，？代表质疑，！代表吃惊）。对于文本的情感指向，可以引入外部词典，统计文本中出现的褒义词、贬义词数量，还可以计算文本的积极、消极指数以及情感得分等等。

【下一页 19】

于是我们提取了微博中若干基于内容、用户、传播影响力的典型特征，绘制箱线图，这些特征在非谣言和谣言当中的值分布均有明显差异。
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最终我们共构造了46维特征，其中包含28个单一特征以及文本在18个主题上的LDA主题分布。分别使用逻辑回归和决策树分类器进行建模。结果发现使用全部特征比单种特征效果更好，决策树模型在测试集上的准确率更高。

【下一页 21】

另外，我们还将逻辑回归模型中对每一维特征的逻辑回归系数提取出来分析结果。逻辑回归系数为正代表该特征的值越大越易预测为谣言，逻辑回归系数为负代表该特征的值越大越易预测为非谣言。挑选出逻辑回归系数值最小的前5个变量，可知微博当中第一人称数越多、携带链接、携带标签，微博用户通过认证并提供个人图片的情况更易在非谣言中出现。挑选出逻辑回归系数值最大的前5个变两个，可知微博中使用过多褒义词或贬义词、多问号或多感叹号的情况更易在谣言中出现。
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不过谣言事件的发现通常需要人群的智慧，不实的信息在传播过程中往往会有漏洞流出，在判断一条消息是否为谣言时，还可同时考量其涉及的讨论。

【下一页 23】

我们统计了谣言和非谣言在传播阶段每一个时间段下，含“?”的微博的占总微博的百分比的变化，“?”常常代表用户对于微博信息的质疑，在对虚假信息的讨论中普遍存在。可以看到，在非谣言传播的过程中，“?”的出现频率并无巨大波动，民众在其中的质疑声逐渐衰落。在谣言传播的过程中，“?”的出现频率波动较大，谣言事件往往存在着事件发酵、冷静和探讨、转折以及多次发酵的过程。

【下一页 24】

在时间序列特征构造的过程中，我们对每一个事件，根据最后一条转发微博与原始微博的发布时间差，将传播过程划分为N个阶段，提取各个阶段中涉及微博的文本、用户、传播特征的平均值，并且计算相邻阶段相应特征之差并除以时间间隔作为新特征，将以上特征拼接起来，从而建模时间序列中的前后变化。接着，使用逻辑回归和决策树分类器进行建模。结果发现，使用全部特征的效果依然比仅仅使用单种特征的效果好，但由于特征维度过高，模型的泛化能力并不理想。

【下一页 25】

有趣的是，我们将特征在每个传播阶段的逻辑回归系数提取出来，发现了某些特征在不同传播阶段的影响方式。用户发微博数量这个特征往往反映了用户的活跃程度，在传播早期，逻辑回归系数为负，说明发微博数量这个特征值越小，越易被预测为谣言，也可以理解为就是在谣言传播早期更多的是发微博数量少的人（活跃程度低的人），此时可能是水军在散播谣言。接着，逻辑回归系数逐渐增大，说明活跃用户起到了推波助澜的作用。在传播后期，逻辑回归系数再次走高，说明在谣言传播中更多活跃程度高的用户参与进来了，此时可能有用户加入讨论进行辟谣。

【下一页 26】

传统分类器对于高维特征的泛化能力较弱，此时我们可以考虑适合于处理序列化数据的循环神经网络（RNN, Recurrent Neural Networks）模型。RNN可以看作是对同一神经网络进行多次复制，每个神经网络模块会把信息传递给下一个。由于基础的RNN的神经网络模块较为简单，在数据传递的过程中，容易产生梯度爆炸或梯度消失的问题，因此可以使用更为复杂的RNN单元，LSTM (Long Short-term Memory)以及GRU (Gate Recurrent Unit)。其中LSTM中有三个门函数，输入门、遗忘门和输出门，用来控制输入值、记忆值和输出值；GRU结构稍简单一些，含有两个门函数，更新门和重置门，来控制记忆值和输出值。使用循环神经网络的优势在于，一是使用词向量来表示文本引入了语义信息，二是能较好的保留长期记忆，三是避免了繁琐的提取特征以及手动提取特征时存在的认知偏差和不全面的问题。

【下一页 27】

在使用循环神经网络进行建模时，我们对每一个事件，根据最后一条转发微博与原始微博的发布时间差，将传播过程分为N个阶段，接着在每一阶段选取TF-IDF值最高的前k个词语映射为词向量后作为输入，最后输入神经网络模型中得到输出结果。若使用事件所涉及的全部微博，LSTM模型取得了最好的效果。
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此外，使用基于时序特征的模型，可在传播早期诊断异常，从而实现谣言的实时监控与预测。对于测试数据，设定检测时间限，仅仅取距离原始发布时间在时间限以内的微博作为测试集，使用训练好的模型进行测试，观察模型在传播早期预测的准确率。可以看到，GRU模型能在传播早期（距离原始微博发布4小时内）达到较高的预测准确率，LSTM模型的预测准率稳步上升并逐渐赶超GRU模型。
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最后，回顾整个建模过程，我们首先利用词袋模型提取出文本特征，建立朴素贝叶斯分类器，预测准确率为88.0 %。接着，我们基于内容、用户、传播影响力对微博特征进行了更细粒度的提取，使用决策树模型进行分类，预测准确率为89.2 %。最后，我们考虑时间效应，将事件传播分成多个时间段进行建模，在使用LSTM模型时，预测准确率达到了92.0 %。
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但本研究的各个模型相对独立，未来可以考虑模型融合方法。在考虑传播效应的同时，还可以考虑到局部交互效应，将用户表达的支持、反对、质疑等态度考虑进来。目前还有很大一部分谣言属于文本与图片不符的类型，这需要提取微博中存在的图片的特征从而进行文本匹配。此外，随着知识图谱建立的更加完善，未来还可引入知识图谱对事件的客观程度进行评价。